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Figure 1: PlanTogether is a system that includes support features (tips, suggestions, and overview) to help clients with

pre-collaboration plans for an AI application. This figure shows a view of PlanTogetherwhile the client answers a question on

‘Domain Metric’ regarding an idea about an AI application for used car dealers (Section 3). In addition to a question-answering

interface, the system provides tips and suggestions below the question. It also displays a plan overview at the top of the screen.

The system helps clients navigate information dependencies and write actionable plans reflecting their domain expertise.
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Abstract

In client-AI expert collaborations, the planning stage of AI appli-
cation development begins from the client; a client outlines their
needs and expectations while assessing available resources (pre-
collaboration planning). Despite the importance of pre-collaboration
plans for discussions with AI experts for iteration and development,
the client often fails to reflect their needs and expectations into a
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concrete actionable plan. To facilitate pre-collaboration planning,
we introduce PlanTogether, a system that generates tailored client
support using large language models and a Planning Information

Graph, whose nodes and edges represent information in the plan
and the information dependencies. Using the graph, the system
links and presents information that guides client’s reasoning; it
provides tips and suggestions based on relevant information and
displays an overview to help understand the progression through
the plan. A user study validates the effectiveness of PlanTogether
in helping clients navigate information dependencies and write
actionable plans reflecting their domain expertise.

CCS Concepts

• Software and its engineering → Designing software; • Com-

puting methodologies → Artificial intelligence; • Human-

centered computing → Interactive systems and tools.
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1 Introduction

Collaborations between clients and external AI experts (e.g., AI
solutions companies, freelance AI engineers) have become wide-
spread when building AI applications; such collaboration enables
domain experts, who often possess limited AI expertise, to realize
their AI application ideas [112]. The AI applications enabled by
these collaborations include product quality control [81], cancer
detection and treatment [52], hotel operation and sales manage-
ment [45], and customer support chatbots [45, 124]. Within the
client-AI expert collaboration, the planning stage, which precedes
the AI expert’s application development by executing the plan,
is a key stage of information flow, which usually follows three
phases: pre-collaboration phase, main discussion phase, and execu-
tion preparation phase [65, 95]. Planning starts from the client as
they define their needs and expectations from the AI application
and assesses the available resources prior to commencing collabo-
ration with the AI expert (pre-collaboration phase). Next, the client
communicates with AI expert, often via discussions and documen-
tation exchanges (e.g., project specifications), where they exchange
the required insights and calibrate needs and expectations based on
technical feasibility (main discussion phase). Finally, the planning
moves to the AI expert, who would come up with the technical
approaches to meet the client’s calibrated needs and expectations
and the resources available (execution preparation phase).

Due to the dependency of the later planning phases on the
outcomes of the pre-collaboration phase, the quality of the pre-

collaboration plan produced by the client can heavily influence the
experience during the main discussion phase. However, the client

often faces challenges in coming up with a concrete and actionable
pre-collaboration plan due to knowledge barriers (i.e., lack of knowl-
edge about terminology and AI capability, understanding of how to
tie their specific plan with the knowledge) and a lack of understand-
ing of the AI expert’s information needs [11, 26, 65, 116]; without a
concrete and actionable pre-collaboration plan, the client and AI
expert must undergo multiple rounds of iteration for the AI experts
to outline development plans, which can be both time-consuming
and frustrating [65]. Existing workbooks outline the key considera-
tions in AI application development (e.g., AINeedsPlanner [65],
People+AI Workbook [100]). However, static workbooks cannot
flexibly provide support (e.g., response examples) that covers the
long tail of possible AI applications, resulting in mental burden and
inaccurate interpretations when the client tries to transfer the in-
formation over into their own plan [135]; tailored support for each
plan can lead to a better-situated understanding of how to answer
each consideration in the context of the plan [15, 29, 56, 70, 127].

To facilitate pre-collaboration planning in AI application devel-
opment, we introduce PlanTogether (Figure 1), a system that pro-
vides guidance tailored to each client as they outline an initial pre-
collaboration plan. Beneath an intuitive user interface that resem-
bles a typical web survey form with an overview of planning pro-
gression, the system models the contents of the pre-collaboration
plan as the Planning Information Graph, a naturally arising data
structure arising from the abundance of dependencies between
the various pieces of information required for AI application plan-
ning [64]. The graph, with nodes representing pieces of planning
information and edges representing information dependencies, is
grounded on the contents of the taxonomy of AI expert’s informa-
tion needs and the AINeedsPlanner workbook, a state-of-the-art
workbook for pre-collaboration planning [65]. This graph struc-
ture allows the system to traverse the graph and form an ordering
of the questions that prioritizes asking relevant questions first to
guide the client through the planning process while simultaneously
compiling the information necessary for generating helpful tips
and suggestions. The Guidance Generator module utilizes the in-
formation redundancies in the graph to combine user answers with
related questions, and presents personalized tips and suggestions
for answering specific questions.

Through a user study, we find that the graph-based features
and the overview included in PlanTogether make crucial con-
tributions in helping the clients navigate and take advantage of
the dependencies present in pre-collaboration planning, leading
to more actionable plans that better captures the client’s domain
expertise.

The contributions of this work include:
• PlanTogether, a graph-based system that provides situated per-
sonalized guidance for clients as they blueprint a pre-collaboration
plan during AI application development;

• The Planning Information Graph, a graph representation for the
information of the pre-collaboration plan;

• A preliminary study confirming the accuracy of the system and
domain experts’ ability to discern system errors; and

• A user study supporting the helpfulness of personalized tips and
suggestions as well as overviews in pre-collaboration planning
in arriving at more actionable plans that better reflect the client’s
domain expertise.

https://doi.org/10.1145/3706598.3714044
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2 Related Work

Our work is related to three areas of prior work: (1) planning in
AI application development, (2) graph representation for reasoning
support, and (3) LLM-powered intent elicitation.

2.1 Planning in AI Application Development

Because general software development is a complex process that
typically involves multiple components and multiple stakehold-
ers [12, 44, 61, 131], careful planning and requirement collection are
central to successful outcomes [5, 12, 53]. The importance of plan-
ning has led to various requirement collection tools (e.g., Asana [51],
Jira [7], DOORS [50]). As a special case of software development, AI
application development requires careful planning to navigate the
intricacies of component dependencies and collaborations between
multiple stakeholders [64, 65, 80, 93, 116–118, 122].

However, recent work has identified unique characteristics of
AI application development that calls for specialized support tools
for AI application planning. A key characteristic is the data-centric
nature of AI applications [2, 79, 98]. The need for large amounts
of high-quality data necessitates careful planning around collec-
tion and labeling methods as well as measures against bias and
anomalies [65, 110, 122, 128]. Moreover, AI technology is complex
and introduces performance uncertainties prior to model develop-
ment [2, 64, 80]. Hence, AI application planning requires calibrating
expectations about if and how well AI can perform given tasks
with the available resources [22, 79, 96] and careful risk assess-
ment [23, 85, 86]. Other unique characteristics include the need of
dedicated infrastructure for training and prediction (e.g., GPUs, data
storage) [80, 103, 113] and adaptations to shifting data distributions
over time [48, 113]. Our work builds on these unique characteristics
to introduce a tool specialized in AI application planning for clients.

The unique characteristics of AI application development have
motivated researchers and practitioners to develop various tools
and systems to aid AI application planning. A thread of work has
focused more on specific parts of AI application planning (e.g.,
data [9, 39, 48, 93], user experience and interface [28, 85, 117]). Ex-
isting tools also assist navigation of AI risks [23, 86], lower-barrier
communication between stakeholders [28, 59], model design iter-
ations [3], and clarification of stakeholder interests [20, 27, 137].
Another thread of work attempts to taxonomize the various con-
siderations required in AI application planning and organize the
considerations into guidelines [3, 43, 78, 83, 100, 116, 129] or work-
books [65, 100]. AINeedsPlanner [65] specifically targets client-AI
expert collaborations with various forms of questions designed to
guide the stakeholders. The workbook includes fill-in-table, fill-in-
the-blank, and free-form questions structured into 8 chapters and
19 subchapters; the questions include static examples constructed
by the authors. As a part of the ongoing efforts to facilitate AI appli-
cation planning, our work expands the horizons of existing support
tools as the first to introduce dynamic tailored assistance to elicit
concrete and actionable AI application ideas from clients during
the pre-collaboration phase. In particular, while we ground the
contents of PlanTogether on AINeedsPlanner, PlanTogether
significantly extends the workbook by introducing the Planning

Information Graph that captures the information dependencies be-
tween the questions to guide client’s reasoning and to dynamically
generate personalized tips and suggestions.

2.2 Information Graph for Reasoning Support

Information graphs are structured representations of information
that uses nodes to represent each unit of information and edges to
represent their relationships [55]. Their focus on relationships be-
tween information has allowed the adoption of information graphs
in various types of information. Information graphs are capable of
capturing structures present within document contents [101] (e.g.,
co-occurrence of entities or concepts [57, 142], relationship between
concepts [139], semantic relations between contents [14, 114]); they
can capture relationships between documents (e.g., citation net-
works [82, 99, 141]). Information graphs are also often adapted to
the needs of specific domains. In the education domain, knowl-
edge graphs represent concepts and the dependencies between
them [75, 119, 123]; in the productivity domain, workflow graphs
represent the flow of information and prerequisites between the
comprising tasks [24, 36, 40, 126]. Previous research has found the
benefits of using information graphs in managing, navigating, and
reasoning about complex interconnected data, for both humans [16–
18, 25, 33, 88, 106] and intelligent systems [32, 76, 121, 138]. Since
information involved in AI application planning is complex and
interconnected [64], we leverage the Planning Information Graph
to capture the considerations and the information dependencies
between them.

Building on the benefits of information graphs, researchers have
developed visualizations and techniques to harness the informa-
tion graph’s ability to aid human reasoning. Many techniques as-
sist users by using visualization and visual interaction methods
(e.g., digital whiteboard interactions [91, 120], natural language
interactions [111], structured exploration that surfaces substruc-
tures [73, 120, 133]), although some tools based on citation net-
works (e.g., Google Scholar [104], Semantic Scholar [105]) keep
the graph implicit while relying on graph traversals. In the learn-
ing domain, other than visualizing the relationships between con-
cepts [119, 123] and supporting navigation [75], researchers have
shown the possibility of tailoring learning materials using by mod-
eling the knowledge state of the learners [1, 19, 31, 71, 87, 134].
Furthermore, in the productivity domain, researchers demonstrated
the possibility of supporting workflow optimization using the work-
flow graph [15, 54, 66]. While our system also focuses on providing
graph-based reasoning support for users, it focuses on the unex-
plored problem of supporting clients in AI application planning.

2.3 LLM-Powered Intent Elicitation

With the advent of large language models (LLMs), researchers have
quickly adapted the technology into intent elicitation tools and
techniques. The LLM-powered tools help users discover and ex-
press their intents through various user-agent interactions (e.g.,
simulated dialogues [30, 77], question-answering [37, 74, 108], user
feedback [94], multi-agent conversations [92]). The LLM agents
collaborate with the users by seeding initial ideas [35, 125, 136],
expanding ideas [107], and iteratively refining the ideas [41]. Prior
work shows that LLM enables more efficient and accurate intent
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elicitation due to its nuanced understanding of language and rea-
soning capabilities [6, 8, 69]. As a system for capturing the users’
AI application development intents into a plan, PlanTogether
benefits from using an LLM.

Furthermore, recent work has shown the importance of proper
contextualization in LLM-based intent elicitation. Hong et al. [47]
points to the importance of using contextual clues (e.g., location,
action) beyond information present within the dialogue. Conversely,
situating the interactions with LLMs in well-designed contexts (e.g.,
scenes, scenarios) and reflecting information learned from past
interactions can boost the efficacy of intent elicitation [4, 37, 74,
136]. In particular, Louie et al. [77] and Gero et al. [35] find that
contexts familiar to the user can lead to natural elicitation of intents
that capture the user’s domain knowledge [35, 77]. Based on the
promises of contextualization in improving elicitation efficacy and
capturing domain knowledge, we carefully designed our system to
utilize the contents in the plan to provide LLM-powered support
that reflects the current status of the plan and the user’s situation.

3 Usage Scenario

In this section, we describe a usage scenario of PlanTogether with
an example of Sarah, a used car dealership manager. She realizes
that her dealership frequently overpays when purchasing used cars
from their previous owners. Based on success stories of applying
AI in various domains, she decides that AI could also help with
her situation. Prior to the consulting an AI expert, she organizes
her situation and needs using PlanTogether, which offers her
personalized support.

Specifically, we first explore how the system interface and fea-
tures guide her user flow with the first few questions in the ‘Project
Objectives’ section (Section 3.1).We then further highlight the value
of the system’s situated guidance (tips and suggestions) through
a comparison with Rick, who uses a baseline web survey with-
out the situated guidance (e.g., AINeedsPlanner [65]) to perform
pre-collaboration planning (Section 3.2).

The scenario is based on real usage patterns from the preliminary
evaluation (Section 5) and the user study (Section 6).

3.1 Sarah’s User Flow

We first follow Sarah’s user flow as she uses the system interface
and features to navigate through the first few questions in the
‘Project Objectives’ section.
Step 1: Starting with ‘Task Performed by AI Application’. (Fig-
ure 2a) Sarah starts by working on the ‘Project Objectives’ section,
which starts with the question on ‘Task Performed by AI’. She sees
the question “Please explain the task the AI application needs to

perform.” and starts thinking about how she can answer it. While
thinking about this question, she sees that the Overview Panel at
the top of the screen is empty as she has not yet provided any infor-
mation to the system. In this panel, she also sees that the ‘AI Task
and End Goal’ part of the panel is highlighted, indicating that her
answer to the current question would influence this part. However,
she realizes that she is unable to answer this question without any
tips and suggestions. She decides to move on to the unanswered
relevant question about the ‘End Goal’, something that she thinks
she can answer.

Step 2: Answering ‘End Goal’ (Figure 2b) Sarah now sees the new
question on ‘End Goal’: “Describe the end goal of your AI application.”
For this question, she decides that she can answer this question
based on her motivation and types in: “Make better decisions on

used car purchases.” As she types in the answer, she notices that
her answer would again influence the highlighted ‘AI Task and
End Goal’ part of the Overview Panel, which helps her see that
there is a potential correlation between the current question and
the previous question.
Step 3: Confirming Answer Quality. (Figure 2b) After inputting
the answer, Sarah wants to confirm whether her answer meets
the intentions of the question. She clicks on the AI chatbot at the
bottom right of the screen and asks, “Would my answer for End Goal

be helpful for AI experts in charge of AI application development?”

The chatbot responds: “Instead of simply stating ‘Make a better

decision on the used car purchases,’ clarify what the better decision

indicates to suggest how the AI application can improve the decision

making.” Based on the response, Sarah modifies her answer to:
“Avoid overpaying when purchasing used cars from their previous

owners.”

Satisfied with her answer, she clicks on the “Save & Continue”
button to move on to the next question. She realizes that the ‘AI
Task and End Goal’ part of the Overview Panel is now filled in as
“Prevent overpaying when buying used cars from previous owners.”

based on her answer.
Step 4: Re-Attempt ‘Task Performed by AI Application’ (Fig-
ure 2c) After answering a series of questions, Sarah eventually
arrives back at the question she skipped earlier about ‘Task per-
formed by AI Application’. This time, because she has provided
more information to PlanTogether, it is able to generate more
useful tips and suggestions for her. Specifically, she now sees the
tip “Focus on how the AI model will enhance decision-making in used

car purchases by evaluating price accuracy and negotiation outcomes.”

with a blue highlight on the phrase: “enhance decision-making in

used car purchases.” Hovering over this phrase, she sees that this tip
is drawing information from the previously answered ‘End Goal’
and that she needs to carefully think about the end goal as she
answers the current question. She clicks on the downward arrow
button ( ) next to the tip to obtain personalized suggestions tai-
lored to the current state of the client-side plan that she can refer
to while answering this question.

3.2 How System’s Tips and Suggestions

Improves Client Experience

Next, we explore how the system’s personalized tips and sugges-
tions improve client experience by discussing how Sarah would
approach a question including an unfamiliar concept. We highlight
the improvement of client experience by drawing a comparison
with Rick in the same situation, who instead uses a baseline web
survey with the same contents, but without the system features.

3.2.1 Rick’s Experience with a Baseline Web Survey. As Rick fills
the baseline web survey, he makes it to the question about ‘Do-
main Metrics’: “What metrics do you currently use to monitor the

performance of the algorithms or humans?” He is unfamiliar with



PlanTogether CHI ’25, April 26-May 1, 2025, Yokohama, Japan

(a) Step 1: Skipping the question (b) Steps 2, 3: Answering using AI chatbot (c) Step 4: Provided tip & suggestion

Figure 2: Views of the PlanTogether interface from the usage scenario in Section 3.1. We omit irrelevant parts of the interface

(e.g., Table of Contents) for focused illustration.

(a) Rick & Sarah: Web search (b) Sarah: PlanTogether tip (c) Sarah: PlanTogether suggestions

Figure 3: The tools Rick and Sarah use to answer the question on ‘Domain Metrics’ in the usage scenario (Section 3.2).

the notion of ‘domain metrics’ and lacks ideas about how he can ap-
proach this question. He opens up a search engine and searches for
“domain metric”. After digging through relevant webpages, he finds
the definition “custom metrics that are specific to your product” and
the importance of capturing user expectations and experience [130],
which gives him a rough grasp of the terminology. However, Rick
has difficulty linking the information and his situation into a co-
herent answer; he forms the need for some examples would get
him started – he searches for “domain metric examples” and finds
examples in domains such as marketing and education. Because the
problem of used car purchases is specific and relatively uncommon,
the examples require extra effort for Rick to link to his problem and
formulate his answers; he ends up browsing multiple webpages
with various modifications to the query before arriving at a level
of understanding to produce an answer.

3.2.2 Sarah’s Experience with PlanTogether. Sarah, working with
PlanTogether, also arrives at the question about ‘DomainMetrics’.
Unlike Rick, Sarah sees a tip for answering the question: “Focus on

how you measure the used car dealer’s decision-making performance

in used car purchases.” Hovering over the highlighted phrases “used
car dealer’s” and “decision-making in used car purchases”, Sarah sees
references to her previous answers in the questions about ‘Target
User Groups & Demographics’ and ‘End Goal’, respectively. She
re-reads the question in the context of her previous answers.

After some thought, she decides to get concrete examples by
clicking on the expand button ( ), which displays the suggestions:
“Profit Margin” (the difference between the selling price and the
purchase price) and “Cost to Market” (the total cost to acquire, re-
condition, and maintain a vehicle). Through the examples, Sarah
forms a rough idea about how she should approach this problem,
but she decides to search for “domain metric” to ensure that her
mental model is correct; the same webpage Rick saw about domain
metric [130] confirms her understanding. She combines her un-
derstanding with the question context and her domain knowledge
(maximizing profit margin is the goal of used car dealers, price gap
aligns with the problem of overpayment) and decides to accept the
suggestion: “Profit Margin.”
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4 The PlanTogether System

PlanTogether is a system for supporting pre-collaboration plan-
ning during AI application development that utilizes information
graphs and LLMs. Based on prior literature on interactive user
interfaces, human-AI collaboration, and AI application planning,
we designed the system interface and features along the following
design principles (Figure 4):
DP1 [Provide Situated Support Based on Available Information] The
information interdependency in pre-collaboration planning [64]
means that each piece of planning information can contribute to
generating personalized support; the system should use relevant in-
formation given by the users when providing in-situ support, adapt-
ing to additional information that becomes available [10, 49, 84] and
being transparent about what led to the provided support [10, 49].
DP2 [Engage Users Throughout the Planning Process] Pre-collaboration
planning is a process of consolidating and expressing intent as well
as decision-making for the clients [65, 96]; the system should not
automate away users’ thought process, but keep users involved in
decision-making by invoking user thoughts and actions [10, 13, 49,
60, 102].
DP3 [Keep Users Aware of the Big Picture] Clients can lose sense
of the big picture when dealing with the immense and highly-
interconnected information in pre-collaboration planning [64, 65].
To ensure a sense of progression and an understanding of how each
piece fits into the overall plan, the system should ensure that the
big picture is visible to the users [97, 132, 140] and structured and
presented in a way that is easy to parse [58, 115].
DP4 [Assume Minimal Technical Background] Because the target
users of the system are clients who may not possess expertise in
AI and other computer-science-related domains [64, 65, 116], the
system should use design conventions familiar to the those with
minimal technical background [10, 115].

Based on these design principles, the interface (Figure 6 encap-
sulates the complex data structures and algorithms underneath
an intuitive interface modeled after web survey forms (DP4) with
proper overviews for tracking progression (DP3). Underneath the
interface, the system comprises the Planning Information Graph

and the Guidance Generator (Figure 5). The system captures the
interdependencies of the pre-collaboration planning information by
using the Planning Information Graph, whose nodes represent each
unit of planning information and edges represent the dependencies
between them. The Guidance Generator module generates in-situ
tips and suggestions tailored to the current status of the plan by
using the edges in the graph (DP1) and induces user agency by
requiring comparisons of multiple suggestions (DP2). The module
also generates an overview that surfaces the progression of the
plan (DP3).

We used LLMswhen generating various guidance and summaries
for their reasoning capabilities and abilities to utilize knowledge
about the real world. We used Open AI’s gpt-4o-2024-08-06 and
gpt-4o-mini-2024-07-18, the state-of-the-art models at the time
of development. We include the LLM prompts in the supplemental
material.

4.1 System Interface

Based on DP4, PlanTogether interface (Figure 6) is modeled af-
ter typical web survey forms to leverage familiarity and minimize
the entry barrier for users; it includes the Main Panel (Figure 6C)
that presents questions and receives answers from the users while
providing tips and suggestions, as well as the Table of Contents

on the left (Figure 6A) showing the plan structure and completion
(denoted by on the left) that the user can use to navigate between
questions. The Overview Panel on top (Figure 6B) further comple-
ments the functionality of Table of Contents in providing the big
picture to the users according to DP3 by providing a structured
summary of the planning information provided by the user and
highlighting where the answer to the current question would fit
into the overview.

As the primary component for receiving user input, the main
panel includes support features based on the underlying Planning
Information Graph. It provides tips (Figure 6Cii) for answering the
question and suggestions of potential answers (Figure 6Ciii) based
on the answers provided by the user (DP1). The interface not only
conveys where the system obtained information for generating the
tips when a user hovers over highlighted phrases of the tip (Fig-
ure 6Ci) (DP1), but also generates up to three suggestions instead
of one to require the users to actively read and compare the sug-
gestions before selecting one or providing their own answer (DP2).
Moreover, to promote active independent thinking, the suggestions
remain hidden until the user clicks on the expand button ( ) (DP2).
At the bottom (Figure 6Civ), the Main Panel also provides graph-
based navigation to relevant questions (i.e., neighboring nodes on
the Planning Information Graph). The decision to not explicitly
surface the graph is a deliberate design choice based on pilot studies
involving various visualizations of Planning Information Graph
revealing that clients are often unfamiliar with and overwhelmed
by graph visualizations (DP4). Further detailed descriptions of the
interface panels are included in Appendix A.

To reduce the cognitive effort from switching windows to use
an LLM chatbot and designing prompts reflecting the current plan
status, we include an LLM-based AI chatbot (Figure 6D) in the
system that can access user responses.

4.2 Planning Information Graph

The Planning Information Graph (Figure 7) represents the infor-
mation covered in the pre-collaboration plan; the nodes represent
the various pieces of information involved in pre-collaboration
planning and the edges represent the information dependencies
between the nodes. Nodes are grouped into sections based on the
information contents to help users mentally group questions and
navigate through them. This graph structure, which naturally arises
from the inter-dependencies of planning information [64], allows
the system to directly identify the nodes whose information can
help reason about a specific nodes; the system simply needs to
traverse to children nodes.

A node of the Planning Information Graph (Figure 7A) is a
question-answer pair with a title (Title, Question, Answer). It also
includes additional properties that the system needs to traverse
and generate new nodes in the graph (Type, Embedding Vector)
as well as display answering interfaces (Answer Form; complete
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Figure 4: Design decisions made according to each of the four design principles.

Figure 5: The constituents of PlanTogether and the infor-

mation flow between the constituents.

list and examples of answer forms available in the supplemental
material). The Type of a node is either core, indicating that it origi-
nates from AINeedsPlanner [65], or supplemental, indicating that
it has been system-generated to provide reasoning support. The
Embedding Vector allows the system to efficiently detect duplicate
nodes when generating supplemental nodes.

An edge of the Planning Information Graph Figure 7B) indicates
that the Child Node can help reasoning for the Parent Node. The
Type of an edge is either prerequisite, indicating that the child is
required to answer the parent (e.g., ‘Domain Metrics’ is required
to answer ‘Domain Metric Measurement Method’ in Figure 7B) or
contextual, indicating that the child provides important context for
reasoning about the parent.

Detailed specification of the constituents of the Planning Infor-
mation Graph is available in Appendix B.

4.2.1 Planning Information Graph Traversal. The traversal on the
Planning Information Graph is designed to form a flow that can
best support the user’s reasoning process by quickly building up
information that the Guidance Generator can use when assisting
the client (DP1), while also keeping the flow focused (DP3).

To keep the flow focused, the system uses an adaptation of the
depth-first search tree traversal algorithm; the algorithm prioritizes
relevant and helpful information for the current question. Over-
all, the traversal happens downward to the child either when the
system needs additional information from the user to help answer
the current question; the traversal happens upward to the parent
when the system has obtained significantly more information from

the user to reattempt answering the original question. Based on
these downward and upward mechanisms, the system operates on
each node in five steps (Figure 8). The system (1) first fulfills any
prerequisites before (2) presenting the current node. If the user is
unable to answer the current node, the system (3) traverses to the
core information children nodes before (4) attempting again. Until
the user is able to answer the current node or decides to return
to the question later, the system (5) uses the reasoning ability of
an LLM to generate novel supplemental children nodes that in-
clude questions that can further help reason about the current node.
During the traversal, although there are edges between sections,
we limit the traversal to nodes in the same section to avoid the
question flow from drifting away, although the system freely uses
information from other sections in other sections to generate tips
and suggestions.

Detailed Planning Information Graph traversal algorithm is avail-
able in Appendix C.

4.2.2 Planning Information Graph Construction. To identify the
core nodes and the sections of the core nodes of the Planning Infor-
mation Graph, we utilized the taxonomy of AI experts’ information
needs from the client and AINeedsPlanner, the client workbook
resulting from the taxonomy, presented by Kim et al. [65]. We first
obtained the core nodes from the presented taxonomy and wrote
down the questions for each node based on the wordings in the
workbook and iterated on the wordings through pilot studies. Next,
we sectioned the core nodes roughly based on the sections of the
AINeedsPlanner with minor modifications based on the taxon-
omy and discussions among the authors. For the edges, two authors
independently labeled each pair of nodes to determine the presence
and type of information dependency and merged the edge labels
through discussions, involving the third author for mediation.

The resulting Planning Information Graph includes 58 nodes
and 327 edges across 7 sections: ‘Project Objective’, ‘Dataset’, ‘Bud-
get, Resources & Framework’, ‘Client Situation’, ‘Model Needs’,
‘Agreement Terms’, and ‘Others’.

Since the constructed Planning Information Graph may have
imperfections, we built a mechanism for the graph to evolve over
continued use, forming new edges and removing extraneous edges.
We include the constructed Planning Information Graph and the
graph evolution mechanism in the supplemental material.



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Kim et al.

Figure 6: The PlanTogether interface. The interface, modeled after typical survey form interfaces, includes the Table of

Contents (A), the Overview Panel (B), and the Main Panel (C). It also includes an AI chatbot (D) that can provide further support.

Figure 7: A subset of the Planning Information Graph. A directed edge from a parent node to a child node indicates a prerequisite

(→) or a contextual relationship (→). (A) and (B) show the data structures of a node and an edge in the graph, respectively.
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Figure 8: The five steps of graph traversal.

4.3 Guidance Generator

The Guidance Generator (Figure 5B) is a module that uses the
Planning Information Graph (Figure 5A) to create the necessary
guidance for the client as they fill out the pre-collaboration plan.
The module collects and utilizes information available in children
nodes to generate tips and suggestions tailored to the user’s plan
(DP1). information in each section to provide a holistic overview of
the progression (DP3).

4.3.1 Personalized Tip & Suggestion Generation. When present-
ing the question to the user, the Guidance Generator prompts an
LLM with the node question and (question, answer) pairs from all
answered children nodes to generate a tip and suggestions for the
client. By basing the tip and suggestions on the Planning Infor-
mation Graph, the system can provide personalized guidance for
easier comprehension and internalization of the question contents
and expectations.

When generating tips, the module instructs an LLM to also ex-
plicitly extract the references to the neighboring nodes. The inter-
face shows these references to the user to transparently show its
information source (DP1) (Figure 6Ci) so that the user can contex-
tualize how the information in the neighboring nodes contributes
to answering the current question.

When generating suggestions, themodule includes the generated
tip in the input and asks an LLM to generate up to three suggestions
that have sufficient diversity. The display of the multiple sugges-
tions is a deliberate design choice to implicitly pressure the user
takes agency in perusing and comparing the suggestions before
either choosing one or writing their own answer (DP2). When the
client requests a new suggestion by clicking on the refresh button
( ), the module again uses an LLM to generate a suggestion that is
different from the previously presented suggestions.

4.3.2 Overview Generation. The Guidance Generator utilizes the
information provided in the nodes to generate contents for the
Overview Panel (Figure 6B) to help clients see their progression
through pre-collaboration planning (DP3). When we designed the
overview panel, we linked each piece of information displayed on
the panel and the core information nodes, allowing the Guidance
Generator to draw information from the corresponding nodes, while
highlighting the information currently being worked on to help the
user link information and locate updates to the overview [63, 68].
To fill up the Overview Panel, the module copies simple answers
(e.g., ‘Domain Metrics’ in Figure 6B), summarizes longer answers
or answers across multiple nodes with an LLM (e.g., ‘AI Task and
End Goal’ in Figure 6B), or simulates concrete example data based
on data descriptions with an LLM (e.g., ‘Input’ of the dataset).

(a) Consistency Error (b) Relevance Error

Figure 9: Examples of erroneous suggestions generated by

PlanTogether. (a) The suggestion “Pregnant women” in

‘Target User Group Demographics’ is inconsistent with the

‘Target User Group’ “Healthcare professionals” (consistency

error). (b) The suggestion “Generates Accuracy” for ‘Domain

Metric’ and the suggestion “How precision aligns with goals”

for ‘Target Value’ are irrelevant (relevance error).

5 Preliminary Evaluation

Providing suggestions is a core feature of our system that not only
fully leverages the information dependencies present in Planning
Information Graph and the reasoning capabilities of LLMs, but
also greatly affects the planning process. Therefore, before a full-
scale user study to obtain a holistic evaluation, we decided to get a
detailed understanding of the suggestions; we conducted an IRB-
approved preliminary evaluation of the system to understand (1)
whether PlanTogether generates accurate suggestions and (2)
whether the domain experts would be able to discern the erroneous
suggestions generated by the system and mitigate the negative
effects on the final plan.

5.1 Method

We designed a minimal version of the system that implements
only the core features of PlanTogether (i.e., tips, suggestions,
overview); the minimal system excluded the AI chatbot. To under-
stand whether domain experts can discern errors included in the
suggestions, we included only one suggestion instead of three and
had the participants first decide on whether to accept or reject the
given suggestion before making edits.

We recruited 12 domain experts fluent in English through online
communities within KAIST and personal networks. For each partici-
pant, we required at least a bachelor’s degree in their domain and an
AI application idea in their domain. The years of domain experience
ranged between 1-15 years (median = 3.5 years) and the domains
included fields such as telecommunication, medicine, and fashion
(full list in the supplemental material). After a system tutorial, par-
ticipants filled either the ‘Project Objectives’ [46, 65, 109, 116] or
the ‘Dataset’ section [34, 65, 116, 118, 122], known in prior work as
essential yet difficult sections for clients. We performed the study
in English.

5.2 Results

Accuracy of Suggestions. Throughout the 12 sessions, we iden-
tified a total of 128 instances of suggestions generated for the
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participants (Table 1). Based on an analysis by two authors with
third author mediation, 103 instances (80%) addressed the ques-
tion with answers consistent with the contents of the rest of the
pre-collaboration plan. However, 14 instances (11%) contradicted
other parts of the pre-collaboration plan (consistency error ; example
in Figure 9a), and 2 instances (2%) provided answers irrelevant to
the given question (relevance error ; example in Figure 9b). An addi-
tional 9 instances (7%) included both types of errors (consistency +

relevance error).
Client’s Ability to Discern Errors. In general, the participants
were keen on the errors, either revising or rejecting 23 (92%) of the
25 erroneous suggestions. There was an imbalance in how well the
clients discerned the errors; participants did not accept any of the
suggestions that contradicted their plans (i.e., consistency error,
consistency + relevance error; Table 1 right column), while they
accepted suggestions irrelevant to the question that were consistent
with the plans (relevance error; Table 1 bottom left). This suggests
that clients are able to discern the most frequent type of errors
generated by the system, hence keeping the harms from erroneous
suggestions under check.
The results of the preliminary evaluation indicate that PlanTo-
gether shows desired behaviors; it is able to generate mainly accu-
rate suggestions and the users can distinguish errors well, limiting
the harmful effects of errors. Whether these desired behaviors ac-
tually leads to better pre-collaboration plan is answered through
the user study (Section 6).

6 User Study

To understand whether the PlanTogether’s graph-based features
and the overview help clients during pre-collaboration planning
and result in more concrete and actionable plans, we conducted
an IRB-approved between-subjects study comparing the complete
PlanTogether (PlanTogether condition) and a baseline system
that excludes all the graph-based features (suggestions, tips, and
graph-based traversals) and the overview (baseline condition). To
control for the placebo effects that can arise from including AI
features in the system [67], we kept the AI chatbot in the baseline
condition, which is not a graph-based feature nor an overview
feature. We consider the following two hypotheses:
H1 [Better Quality of Resulting pre-collaboration Plans] The graph-
based features and the overview included in PlanTogether lead
to higher-quality pre-collaboration plans that are more concrete
and actionable.

Table 1: Frequencies of errors included in the LLM-generated

suggestions generated during the preliminary evaluation

and frequencies of user decisions on the suggestions.

The table shows the counts in the format of ‘total (ac-

cepted/revised/rejected)’

Suggestion Consistency
Consistent Inconsistent

Question Relevant 103 (47/12/40) 14 (0/2/12)
Relevance Irrelevant 2 (2/0/0) 9 (0/0/9)

H2 [Helpfulness of PlanTogether Features] The graph-based fea-
tures and the overview included in PlanTogether provide helpful
guidance to clients performing pre-collaboration planning.
We note that the system included a minor implementation issue
involving traversals to prerequisite nodes, which did not signifi-
cantly impact user experience, that we later revised. We include
study materials in the supplemental material.

6.1 Participants

We recruited 18 participants fluent in English through posts on
online communities within KAIST as well as multiple other in-
stitutions (Table 2). To model the real-world use cases of these
pre-collaboration planning systems, we recruited domain experts
with ideas about applying AI to tasks in their domain. As a way of
ensuring domain expertise, we required that the participants have
at least a bachelor’s degree in their domain, not related to computer
science or artificial intelligence. None of the participants had prior
experience in participating in prior AI application development
projects; along with the between-subjects design, this removes the
confounding effects of prior experience. We additionally enforced
that they have some initial thoughts on applying AI within their
domain that they have not consulted or collaborated with AI ex-
perts about (i.e., have not proceeded past the pre-collaboration
phase). To capture the space of the diverse domains, we prioritized
diversification of AI application domains.

The study lasted approximately 5 hours, and each participant
received a compensation of 150,000 KRW (≈ 110 USD) via direct
deposit. Due to the long duration of the study and to streamline
the process, we conducted the study in four group sessions, each
including 4 or 5 randomly assigned participants. We assigned the
PlanTogether condition to two of the group sessions (P1-P9) and
the baseline condition to the other two group sessions (P10-18).

6.2 Procedure

We conducted the study in English through Zoom [143] to facilitate
participation from individuals beyond our geographical area. After
an introduction and obtaining consent, participants completed a
pre-study survey including questions on their domain background,
prior experience in participating in AI application development,
and the AI application idea.

Next, we gave a tutorial on the version of the system the partic-
ipants were assigned to. We explained the system interfaces and
their respective functionalities. Participants followed the tutorial
along and then explored the interface on their own. We answered
any questions about the system during this step.

Then, we proceeded with the main study, in which the partici-
pants tool the role of clients performing pre-collaboration planning
ahead of beginning collaborations with AI experts. Participants
individually completed the entire pre-collaboration plan over three
hours using the system corresponding to their assigned condition.
During the pre-collaboration planning, we asked the participants
to ‘think-in-writing’ on Google Docs [21] to ensure that we cap-
ture their independent thoughts around the experience during the
process. We explicitly mentioned that they could use tools outside
of our system, including search engines and LLM-based chatbots.
During this process, we refrained from answering questions related
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Table 2: An overview of user study participants and their AI application ideas, with the application domains in brackets.

Part. Dom. Exp. Condition AI Application Idea
P1 3 yrs PlanTogether [Culinary Arts / Economics] Creating new and creative recipes or plating designs tailored to the unique themes of different restaurant.
P2 3 yrs PlanTogether [Automotive] Predicting vehicle weight to improve monitoring, enhancing driving efficiency and user safety.
P3 10 yrs PlanTogether [Education] Converting three case studies on negotiation scenarios into clear, illustrative cartoons.
P4 10 yrs PlanTogether [Business] Guiding the launch of an interactive internet platform for strategic insights and user retention.
P5 5 yrs PlanTogether [Marketing] Analyzing the performance of a brand’s social media content to improve audience targeting and provide insights for developing future content.
P6 3 yrs PlanTogether [Retail] Generating topics for sales associates and building presentation outlines for retails events to enhance customer-oriented e-commerce experiences.
P7 6 yrs PlanTogether [Chemical Engineering] Providing comprehensive explanations of polymer synthesis techniques for research purposes.
P8 1 mth PlanTogether [Sports] Predicting the best battling order for a baseball team to increase chances of the team’s winning.
P9 4 yrs PlanTogether [Medicine] Assisting in medical imaging and diagnostic procedures, supporting clinical decision-making, enhancing precision in robotic surgeries.
P10 3 yrs Baseline [Dietetics] Creating a personalized dietary plans for overweight women, tailored to their weight, to help them achieve a healthy weight.
P11 2 yrs Baseline [Delivery] Building an AI chatbot for delivery applications that understands the context of questions and answers various topics beyond present ones.
P12 5 yrs Baseline [Economics] Evaluating the credit risk of corporate borrowers aiding loan officers in making lending decisions.
P13 5 yrs Baseline [Environmental Engineering] Predicting future climate and risks, providing information to guide climate policy and help companies make informed decisions.
P14 4 yrs Baseline [Dentistry] Analyzing brushing habits through videos to recommend better brushing techniques and hygiene products.
P15 4 yrs Baseline [Medicine / Engineering] Generate death certificated based on hospital circumstances upon a patient’s death.
P16 5 yrs Baseline [Economics] Building a conversational app to relieve stress from personal relationships and enhance mental health.
P17 2 yrs Baseline [Finance] Predicting the optimal times to buy or sell stocks, aiming to maximize profits.
P18 4 yrs Baseline [Education] Generating math problems aligned with the local high school curriculum and tailored to students’ levels.

to the content of the pre-collaboration plan. After completing the
pre-collaboration form, participants filled out a post-study survey,
reflecting on their experience.

Finally, we conducted a semi-structured one-hour group inter-
view with participants in the same group, allowing them to build
on each other’s answers to help recall the three-hour long main
study. During the interview, we asked about the participants’ over-
all experience with the system, the various challenges they ran
into, and how they used the system or external tools to resolve the
challenges, as well as the strengths and weaknesses of the system.

After the experiment, to assess the quality of the resulting pre-
collaboration plans, we shared the resulting pre-collaboration plans
with 9 AI experts recruited through personal connections and
through contacting various AI solutions companies. To ensure that
the AI experts can assess the quality of the plans, we required at
least three years of AI experience as either ML/AI engineers or
AI researchers, during which they collaborated with domain ex-
perts in building AI applications. We asked each AI expert to rate 6
pre-collaboration plans (3 per condition) that had previously been
anonymized and stripped of any information indicative of which
system was used while writing the plan. The AI experts rated (on
a 5-point Likert scale) and provided opinions based on the overall
quality, executability, consistency, clarity, and incorporation of the
client’s domain expertise. We include detailed AI expert informa-
tion and the evaluation rubric and the individual AI expert ratings
in the supplemental material.

6.3 Results

Assessing H1: Better Quality of Resulting Pre-Collaboration

Plans. In general, AI experts rated the overall quality of the pre-
collaboration plans generated in the PlanTogether condition
(median = 4) significantly higher than that in the baseline con-
dition (median = 3) (Mann-Whitney 𝑈 = 484.0, 𝑝 = 0.032; each
plan’s median overall quality in Figure 10a). AI experts often viewed
pre-collaboration plans generated in the PlanTogether condition
as clearly defined and complete (P2, 6-9), although occasionally
including issues around adequacy and relevancy of the idea (P1,
3, 4); pre-collaboration plans generated in the baseline condition
were often missing key information (P10, 11, 16-18).

Diving deeper, AI experts reported plans generated in the Plan-
Together condition (median = 3) significantly more executable
than those generated in the baseline condition (median = 2) (Mann-
Whitney 𝑈 = 477.5, 𝑝 = 0.045; each plan’s median executability
in Figure 10b), requiring smaller revisions to arrive at a concrete
development plan for the AI expert. AI experts deemed the majority
of the plans generated with PlanTogether as executable within
one or two iterations with clear ideas about specific gaps to address
(P2, 5, 7-9); they deemed the majority of plans generated with the
baseline system as requiring significant iterations without a clear
sense of a discussion direction (P10, 11, 15, 16, 18).

Furthermore, AI experts thought that plans generated in the
PlanTogether condition (median = 4) significantly better-reflected
the client’s domain expertise than those generated in the baseline
condition (median = 3) (Mann-Whitney 𝑈 = 502.0, 𝑝 = 0.014; each
plan’s median domain expertise reflection score in Figure 10c). For
example, the AI experts noted that most pre-collaboration plans
generated with PlanTogether captured the client’s domain ex-
pert well in the detailed domain metrics (P1, 3-9), whereas only
three of the plans generated with the baseline system captured
the client’s domain expertise well (P11, 12, 15). We hypothesize
that our system helped participants comprehend the question and
its expectations through personalized examples so that they could
reflect their domain expertise well.

Hence, our findings are in-line with H1; PlanTogether helps
produce higher-quality and actionable pre-collaboration plans that
reflect the client’s domain expertise.
Assessing H2: Helpfulness of PlanTogether Features. Overall,
participants in the PlanTogether reported that the graph-based
features and the overview PlanTogether were helpful; 8 of 9 par-
ticipants explicitly mentioned the usefulness of the tips and sugges-
tions and 6 of 9 participants specifically mentioned the usefulness
of the overview.

Looking at the individual components, the tips and suggestions
made major contributions to the pre-collaboration planning expe-
rience early in the client’s planning flow. When the participant
moved on to a question, the tip – with its references to the previ-
ously answered questions – and the suggestions position the current
question in the context of the previously answered questions (P1,
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(a) Overall quality (b) Executability (c) Reflection of Domain Expertise

Figure 10: The distributions of the median ratings for each of the pre-collaboration plans received for (a) the overall quality

(𝛼
Krippendorff

= 0.59), (b) executability (𝛼
Krippendorff

= 0.46), and (c) the reflection of the client’s domain expertise (𝛼
Krippendorff

=

0.66). The top and bottom bars show the median rating distributions for PlanTogether and the baseline, respectively. The

color of the blocks encodes the median score of each pre-collaboration plan (■ ‘very bad’ (1) / ■ ‘bad’ (median = 2) / ■ ‘neutral’

(median = 3) / ■ ‘good’ (median = 4) / ■ ‘very good’ (median = 5)). The number inside each block shows the number of

pre-collaboration plans for each score category.

3). P3 stated that “The AI suggestions based on their previous answers
made them more relevant and specific to their needs.” The provided
suggestions tailored to the participant’s current plan formed a basis
for comprehension of the question especially when the question
required having a grasp of the AI concepts and guided towards
concretization of the client’s answers (P2, 4, 6, 9). For instance, P6
mentioned “The personalized suggestions helped me precisely grasp

the intent behind the questions.” When answering the question on
‘Critical Error Types’, the participant saw the tip “Consider including
how these errors might affect achieving the end goal of transforming

luxury shopping experiences · · · .” and the suggestion “Algorithm

errors could jeopardize personalized experiences for fashion-forward

millennials, decreasing their likelihood of repeated purchases.” along
with two others. The participant deduced that the ideal answer for
the question not only describes the type of error, but also explains
the potential consequences of the error. The participant found the
suggestion satisfactory and accepted it.

Even in the baseline condition, suggestions and examples were
deemed important in answering a given question. In particular, 6
of 9 participants utilized the provided AI chatbot to generate exam-
ples and directly copy-pasted them into their answers. However,
participants expressed dissatisfaction with the generated sugges-
tions stating that they do not understand their context and provide
generic and shallow examples (P15, 18). Our system addresses these
shortcomings of AI chatbots in generating suggestions by not only
using carefully engineered prompts but also utilizing the graph
structure and surfacing the information dependencies to the user.
Moreover, despite the inclusion of the AI chatbots in the baseline,
a number of participants did not use the chatbot, stating that they
still rely on traditional search engines and that AI chatbots are still
‘novel technology’ that they do not understand how to integrate
into their workflow (P10, 16). All participants utilized the tips and
suggestions in the PlanTogether condition, suggesting that our
design of the system and the interactions successfully lowered the
mental barrier of using novel technology.

The overview in our system guided the participants through
planning, helping them maintain a sense of progress (P7, 9) as well
as organize and structure their ideas throughout the process (P2,
4, 8); participants in the baseline condition complained about the

difficulty in tracking their progress and a lack of understanding of
the big picture (P10, 14, 15, 17).

Lastly, we observed that participants actively navigated the ques-
tions with our system (avg 103.4 total question visits) compared
with the baseline (avg 59.6 total question visits). In particular, par-
ticipants frequently navigated to questions outside the default flow
using graph-based navigation the Table of Contents with our sys-
tem (avg 18.9 times); participants did not navigate as actively in
the baseline condition (avg 3.9 times). We believe that the refer-
ences to other questions in the tips, graph-based navigation, and the
overview features of our system successfully instilled a connected
holistic picture of the plan for the user, enabling active navigation.
For instance, while answering a question about ‘Client-Target User
Relationship’, P9 saw ‘Target User Groups & Demographics’ as a
relevant question they had already answered in the graph-based
navigation feature; P9 decided to revisit and review the answer
they provided for the question.

In sum, our findings are supportive of accepting H2; the graph-
based features and the overview feature of PlanTogether provide
helpful guidance to the clients during pre-collaboration planning.

7 Discussion

In this section, we discuss (1) the adaptation of tips and sugges-
tions over the course of pre-collaboration planning, (2) the level
of reliance of clients on tips and suggestions, (3) the role of tips
& suggestions, AI chatbot, and search engines, and (4) benefits of
using PlanTogether for the discussion phase.

7.1 Adaptation of Tips & Suggestions over the

Course of Pre-Collaboration Planning

Over the course of pre-collaboration planning, the Planning In-
formation Graph becomes gradually populated. Because the data
available for the system to link and reason about increases over
time, the quality of the tips and suggestions also improves over
time. This quality improvement was apparent for the user study
participants (Section 6) (P2, 5). For the AI application idea of P5,
for example, when the relevant questions are mostly unanswered,
the system suggests “Maximize audience interaction by analyzing

social media content performance” for ‘End goal’; once most of the
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relevant questions are answered, the system suggests “Empower

content creators and marketing managers with data insights to refine

their content strategies and increase engagement rates,” which better
matches the client’s true AI application intent by concretely linking
to the answers on target users and domain metrics.

However, this improvement in quality over the course of pre-
collaboration planning also implies that the user experience with
the tips and suggestions toward the beginning could fall short due
to the LLM making assumptions based on limited data. The sys-
tem produces concrete suggestions even before the client has had
a chance to fully reflect their intents into the pre-collaboration
plan. If the client’s unexpressed intents and the system’s sugges-
tion directions mismatch, the client may feel over-guided (P6, 7,
9). Hence, suggestion generation could take a more conservative
approach, refraining from giving too concrete suggestions early on.
Furthermore, as P2 suggested, the system can return to these early
questions later to further leverage the quality improvements over
the course of planning.

Looking at the change in the quality from a different perspective,
the dependency of tips and suggestions on the previously answered
questions also means that incorrect or inconsistent answers to
questions can lead to erroneous suggestions later. However, it was
notable that P1 and P6 were able to conversely utilize the noticeable
drops in the quality of the suggestions and the links to previous
questions given in the tips to backtrack the questions they answered
incorrectly to go back and revise them. This observation could imply
that the systemmay also be able to conversely utilize the changes in
suggestion quality to detect potential issues in the pre-collaboration
plan. In the current implementation, if the client makes changes in
the plan later on, they are can use the options at the bottom of the
Main Panel to traverse to questions with information dependencies
and leverage the improved tips and suggestions from the additional
information to modify their answers. However, they would need
to manually recursively review and revise the answers; quality
monitoring and detecting issues could lead to the system feature
pinpointing answers that need review and revision based on the
changes made in the plan.

In sum, the adaptive nature of the tips and suggestions over the
course of pre-collaboration planning enables personalized support
as more information becomes available, but also introduces special
consideration needs when reliable information is insufficient. Yet,
it opens up opportunities for inconsistency detection.

7.2 Level of Reliance of Clients on Tips &

Suggestions

Our study (Section 6) suggests that clients will rely on the tips and
suggestions generated by the system for guidance. This naturally
gives rise to a question: would the clients over-rely on our system
for their answers and unthinkingly accept suggestions without in-
dependent thinking? An analysis of how the user study participants
interacted with the provided suggestions indicates that they were
actively engaging with the provided suggestions and that the an-
swer to the question is ‘no’; they refreshed, revised, and/or rejected
the initially given suggestions in 134 of the 215 suggestions that
we identified, instead of simply selecting and going with one of the
initially provided suggestions.

Figure 11: Complementary roles of (A) tips & suggestions,

(B) AI chatbots, and (C) search engines for pre-collaboration

planning.

Amajor contributing factor may ironically the errors included in
the system-generated suggestions. Based on our preliminary eval-
uation (Section 5), we hypothesize that the easy-to-discern errors
in the suggestions can quickly help the clients form a critical and
independently thinking mindset instead of a blind trust towards
the system [62]. In particular, P1 admitted that they were initially
receptive to the suggestions given by the system without giving
careful thought. However, upon seeing an erroneous suggestion
early in the planning, they became critical about ruthlessly accept-
ing the provided suggestions, although the system was accurate
enough to often provide meaningful suggestions.

We believe that the presentation of multiple suggestions instead
of one further promotes independent thinking [72]. The client is not
only given a broader sample of possible answers, but must carefully
compare them to select one.

7.3 Role of Tips & Suggestions, AI Chatbot, and

Search Engines

Other than the tips and suggestions generated by our system, par-
ticipants actively used the provided AI chatbot or other alternative
chatbots (10 of 18) as well as search engines, including Google [38]
(6 of 18). Through a deeper analysis, we find that the three tools
complement each other in supporting the client’s planning process
(Figure 11). We have already seen in Section 6 that the tips and
suggestions generated by PlanTogether assist the client by posi-
tioning the current question in the context of previously answered
questions and forming a basis for the current answer (Figure 11A).

For those who utilized the AI chatbot, the chatbot played a dis-
tinctive role in the planning process (Figure 11B). The AI chatbot
initially plays a minor role in helping the client understand the
terminology in the question (P1, 11-14). The more pronounced role
of the AI chatbot is after the initial phase; clients seek help from the
AI chatbot when they have questions that require specific context
in their plan (P5) or when they need to perform tedious tasks (P12,
14). Moreover, clients also often seek evaluation and feedback about
their answers through the AI chatbot (P4, 5, 11, 12).

Search engines not only serve as an information source for clients
who are not familiar with AI chatbots, but also are crucial sources
of information that the clients wish to obtain accurate information
that does not include interpretation of AI chatbots (e.g., laws and
regulations, information based on recent events) (P5, 9, 10, 12)
(Figure 11C). The clients would reason on their own using the
information they collect through search engines.

As P5 noted, while the roles of the three tools are relatively dis-
joint, linking the three tools and allowing information flow among
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the three tools would bring about a synergy between the three
tools. For example, as the client converses with the AI chatbot, the
tips and suggestions could be updated to reflect the conversation;
the conversations with the AI chatbot can be in the context of the
tips and suggestions generated by the system. This link between
the tips and suggestions and the AI chatbot would not only enable
smoother human-AI dialogues that are better situated in the context
of previous questions, but also allow the tips and suggestions to
play a role further beyond early assistance.

7.4 Benefits of Using PlanTogether for the

Discussion Phase

Our user study (Section 6) shows that the graph-based features
and the overview leads of PlanTogether leads to more actionable
plans; it can shorten the discussion phase with the AI expert that
would follow the pre-planning phase for iteration of the plan into
one that the AI expert would develop. We note that our system fur-
ther advances an already-improved baseline (AINeedsPlanner [65])
for improving plan executability.

In addition, similarly to AINeedsPlanner, PlanTogether could
directly be used during the discussion phase as a discussion guide
and boundary object. The AI expert can use the system not only to
ensure coverage of all of their information needs to come up with a
development plan as with AINeedsPlanner [65], but also to ensure
that domain experts can fully comprehend the ongoing discussions
by using the tips and suggestions generated by the system. Adding
graph-based system features such as recursive discussion guides
that marks nodes neighboring nodes that have been iterated on
could guide revision discussions in the discussion phase.

8 Limitations and Future Work

Further Validation of the Limitations of the User Study.While
we believe our findings of the user study are generalizable, lim-
itations exist in study design. For example, for a controlled ex-
periment that we can monitor, we had study participants perform
pre-collaboration planning for 3 hours. Although this was sufficient
for all participants, pre-collaboration planning in the real world
usually occurs over longer periods of time over multiple sessions.
In addition, we required that study participants hold at least a bach-
elor’s degree in their domain to ensure a level of domain expertise.
Yet, it is not the only way for an individual to have domain expertise
and even a person without a high level of domain expertise could
have needs for AI applications. Lastly, while the between-subjects
study design allowed us to observe the value of our system through
comparing the experiences of the participants as well as the outputs,
we excluded domain experts with prior collaboration with AI ex-
perts to control the effect of prior experience. Since the exact effects
of the decisions are unknown, further validation would ensure the
generalizability of our findings.
Introduction of Feedback Features. While performing the pre-
collaboration planning in the user study (Section 6), many partici-
pants sought feedback from the AI chatbot (P1, 5-7, 11-14). However,
they often found the provided feedback unsatisfactory because of
its vagueness (P5). Based on the need for feedback, future work
can explore ways of automatically identifying strengths and weak-
nesses of a pre-collaboration plan, while suggesting revisions and

triggering further thought. For instance, the system can perform
both local evaluations of whether a provide response answers a
given question as well as global evaluations of whether the response
is consistent with the rest of the plan. The system could also include
an interactive visual feedback feature based on a simulation of the
AI application based on the provided information; the systemwould
include a schematic prototype of the resulting AI application that
dynamically evolves with additional information. LLMs or AutoML
techniques [42] could power the prototypes.
Personalization of the System.While all other participants agreed
on the helpfulness of PlanTogether in pre-collaboration planning,
P7 showed reservations about the helpfulness for their AI applica-
tion idea, due to the high degree of specialization needed for the
domain expertise involved in the idea (See Table 2). The participant
admitted that they utilize a specialized LLM that has been fine-tuned
with academic papers and other documents in their domain. Based
on this example case, PlanTogether will need to be extended
to support the replacement of the built-in LLM with customized
LLMs or support easy fine-tuning of the LLM for the system to
be truly broadly applicable. Moreover, while we did not observe
major differences of plan quality or user experience across underly-
ing AI task types (e.g., classification, object recognition, generative
task), detailed additional experiments would shed light on potential
adaptation of the questions and support based on the underlying
AI task. Furthermore, the Planning Information Graph is shared
across users and evolve through their continued use. However, the
ideal Planning Information graph may be different for each AI ap-
plication idea (e.g., ideas dealing with sensitive data). A possible
approach for graph personalization would be to keep a shared base

graph and build delta graphs for each personalization dimension,
which are updated with continued use; the system would combine
the base graph and the suitable delta graphs for each user.
Real-World Deployment of PlanTogether. Although our user
study isolates the core aspects of pre-collaboration planning in
client-AI expert collaborations, there are nuances to real-world
collaborations. The nuances that can affect real-world collabora-
tions include involvement of stakeholders other than AI experts
and domain experts (e.g., UI/UX designers, managerial roles, legal
teams) [64, 116], the client’s and AI expert’s willingness to learn
about AI and the domain, respectively [64], and various corporate
and regional restrictions governing AI [65]. Future work can deploy
PlanTogether in the real world to understand the nuances that
can affect pre-collaboration planning and attempt to build the un-
derstanding into future planning support systems. Yet, due to legal
information secrecy agreements between clients and AI experts
in real-world collaborations, observations of real-world deploy-
ments will need to carefully navigate partnerships with multiple
AI solutions companies and freelancers.

9 Conclusion

AI application planning commonly occurs as a collaboration be-
tween clients and AI experts. The clients in these collaborations
outline their needs and expectations into a pre-collaboration plan

prior to holding the initial discussions with AI experts, but it is often
a difficult process that fails to yield concrete and actionable plans
due to the client’s lack of understanding of AI experts’ information



PlanTogether CHI ’25, April 26-May 1, 2025, Yokohama, Japan

needs and knowledge barriers around AI-related information. To
address these hurdles and lead to pre-collaboration plans of higher
quality, we introduce PlanTogether, an information-graph based
system that guides clients through pre-collaboration plans. The
system comprises (1) the Planning Information Graph Manager that
controls the order of questions generated from the Planning Infor-
mation Graph, and (2) the Guidance Generator that generates tips
and suggestions to help clients answer each question as well as
overviews to help clients comprehend their progression through
the pre-collaboration plan. Based on a user study, the graph-based
features and the overview included in PlanTogether are able to
provide helpful guidance to the clients so that clients can yield more
actionable pre-collaboration plans that better capture the client’s
domain expertise. Our work is among the early efforts to support
AI application planning during client-AI expert collaborations; we
hope to see research continue.
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Panel, and (4) AI Chatbot.

A.1 Main Panel
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their answer into the answer field given in Component F and press
the “Save & Continue” button (Component G) to proceed to the
next question. Upon clicking on this button, the system fetches the
next question from the Planning Information Graph to be displayed
to the client.

To aid the client as they answer the question, the interface dis-
plays tips (Component D) and suggestions (Component E) created
by the Guidance Generator (Section 4.3) based on the information
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Figure 12: The Main Panel (Figure 6 Panel A). In addition to the basic question-answering interface (Components B, C, F, G), it

includes features helping the client answer the given question (Components D, E) and navigation features (Components A, H).

The system highlights phrases of the provided tips that are related
to previously answered questions (Component D-ii) so that the
client can contextualize the current question in the planning flow.
Upon hovering over the highlighted phrase, the client can get a
summary of the question and the answer (Component D-i) that the
phrase is drawing information from. We initially hide the sugges-
tions to promote client’s independent thinking about the question
before being influenced by the suggestions. Upon clicking on the
downward arrow button ( ), the system displays two to three
suggestions, each of which is displayed as a theme (Component E-i)
and the suggested answer (Component E-ii). The client can click
on the insert button (Component E-iii) add the suggested answer
to the answer box in Component F, which they can further edit to
match their intent. If the client wishes to view more suggestions,
they can click on the refresh button ( ).

Other than scrolling up and down to revisit previously visited
questions, the Main Panel also offers additional navigation features
that leverage the graph structure. The breadcrumb navigation bar
(Component A) informs the client about which graph traversal
path they have taken to arrive at the current question, which are
questions that answering the current question can help with. The
clients can freely navigate back to the questions mentioned in the
breadcrumb navigation bar by clicking on them, which would be
equivalent to traversing to parent nodes in the Planning Informa-
tion Graph. The other navigation feature included in the system is

the graph-based navigation (Component H). The graph-based navi-
gation displays the children node questions that can help answer
the current question (Component H-i) as well as how they are re-
lated to the current question (Component H-ii). If the question has
already been answered, a summary of the provided answer is also
provided to to help answer the current question (Component H-iii).
The graph-based navigation also includes tags showing the status of
the shown question: answered vs unanswered, AI-generated to pro-
vide further support, and/or prerequisite for answering the current
question. When clients have difficulty answering the current ques-
tion, they can click on one of the questions in this display to move
to another question that may provide insights and information that
can help them tackle the current question later.

A.2 Table of Contents

Table of Contents (Figure 6A), which is on the left side of the in-
terface, helps the client navigate through the questions as well as
see the answered state of questions and the relationships between
the questions. The Table of Contents is a nested list of sections and
questions inside them, in the order that the client has visited them.
To show the completion state, the panel shows a circled check mark
( ) for completed sections (e.g., ‘Dataset’ in Figure 6A) and check
mark ( ) for answered questions (e.g., ‘Task Performed by AI Appli-
cation’ in Figure 6A). Furthermore, to give a sense of relationships
between the questions, it highlights the current questions in blue
(e.g., ‘Task Performed by AI Application’ in Figure 6A) and related
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questions (i.e., neighbors in the Planning Information Graph) in
gray (e.g., ‘End Goal’ in Figure 6A). As a final note, the Table of
Contents includes a progress bar showing the overall progress at
the top.

A.3 Overview Panel

To keep the client aware of the big picture while answering each
of the questions, PlanTogether includes an Overview Panel (Fig-
ure 6B; examples in Figure 13) at the top of the interface. The panel
provides a tabular summary of the responses of the selected section
as well as the progress on each of the sections underneath.

Initially, the tabular summary is empty but gradually fills as
clients answer more questions in the Main Panel, offering a sense
of progress and concretization of the pre-collaboration plan. Once
a question is answered, its corresponding portion in the tabular
summary is filled in. Inspired by the practice of highlighting links
between visualizations and text to reduce the split-attention prob-
lem [63, 68], PlanTogether highlights relevant portions of the
Overview Panel based on the current question the client is answer-
ing. For instance, in Figure 13b, as the client works on questions
related to dataset size, the ’Size’ portion of the Overview Panel is
highlighted.

The sectional progress bar underneath displays the percentage
of the questions answered in each of the sections. The client views
the tabular summary of other sections by clicking on the section
names on the sectional progress bar.

A.4 AI Chatbot

The system includes an AI chatbot (Figure 6D; Figure 2c) to reduce
cognitive load from switching to use LLM-based chatbot services
and the prompting efforts needed to capture the contents of the
current plan. Upon clicking on the ‘AI Chatbot’ button (Figure 6D),
the AI chatbot displays a chat interface (Figure 2c) with a chat
history and an input field.

B Planning Information Graph Specification

This section includes detailed specification of the Planning Infor-
mation Graph Components: nodes and edges.

B.1 Nodes

A node of the Planning Information Graph, which represents each
piece of information that the client needs to determine the pre-
collaboration plan, includes (Figure 7A):

• Title: A short summary of the contents of each node.
• Question: The question asked to the client at each node.
• Answer : The answer that the client provides to the question. The
node answers remain empty until filled in by the client.

• Type: A classification of the nodes based on the role of the infor-
mation they cover: core node or supplemental node.
– Core: Information that is part of the information needs of the
AI experts from their clients according to Kim et al. [65] (e.g.,
nodes in Figure 7).

– Supplemental: Information that is not part of the information
needs of the AI expert, but helpful in eliciting and guiding
clients as they provide information for other nodes in the

graph; supplemental nodes are dynamically generated on a
needs-basis by the system.

• Embedding Vector: The embedding vectors generated by using
the text-embedding-3-small model [90] on the question. Our
system uses cosine similarity [89] on these embedding vectors
for efficient yet accurate comparison of the semantic information
included in the nodes.

• Answer Form: The type of form (e.g., free-form, list) that PlanTo-
gether would use to receive answers from the client. We include
further details about the answer form in the supplemental mate-
rial.

B.2 Edges

An edge of the Planning Information Graph, which represents the
information dependency between two nodes (i.e., the parent node
has information dependencies on the current node), includes (Fig-
ure 7B):

• Parent node: The source node of the edge.
• Child node: The destination node of the edge.
• Type: Type of the information dependency between the parent
and the child nodes: prerequisite or contextual.
– Prerequisite: ‘A→ B’ indicates that answering the child node B
is a prerequisite for questioning about the parent node A. For
example, in Figure 7, we need to have asked about what the
‘Domain Metrics’ is before we can ask about its ‘Measurement
Method’.

– Contextual: ‘A → B’ indicates that the answer to child node
B can help contextualize information in the parent node A
and hence help answer the parent node. For example, in Fig-
ure 7, knowing about the ‘End Goal’ can help determine what
the ‘Domain Metric’ could be suitable for evaluating the AI
application.

• Weight: The degree of information dependencies between the
parent and child nodes. The edge weight is computed using three
factors: semantic similarity of the parent and child nodes, how
much the child node helps reason about the parent node, and how
often the user chose to traverse to the specific child node from
the parent. The Planning Information Graph Manager utilizes
this information to decide on the traversal order and suggestion.
The edge weights also determine the ordering of the questions
in the graph-based navigation (Figure 12H).

The weight of an edge in the Planning Information Graph is
computed as aweighted average of three factors: semantic similarity
of the parent and children nodes, reasoning usage score, and user
selection score:

𝑤 = 𝜆semantic𝑤semantic + 𝜆reasoning𝑤reasoning + 𝜆user𝑤user,

where𝑤∗ represents each of the three factors and 𝜆∗ represents the
relative weights of the three factors when computing the average.
Each of the three factors take on a value between 0 and 1, with
values closer to 0 indicating weaker information dependencies and
values closer to 1 indicating stronger information dependencies.
The system uses these edge weights to decide on traversal order
and suggestions; the edge weights also help determine the ordering
of the questions in the graph-based navigation (Figure 12H).
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(a) Overview Panel for ‘Project Objectives’

(b) Overview Panel for ‘Dataset’

(c) Overview Panel for ‘Budget, Resources & Framework’

(d) Overview Panel for ‘Client Situation’

(e) Overview Panel for ‘Model Needs’

(f) Overview Panel for ‘Agreement Terms’

Figure 13: Example views of the Overview Panels (Figure 6B) for each of the sections.
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We empirically use 𝜆𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 = 0.4, 𝜆𝑟𝑒𝑎𝑠𝑜𝑛𝑖𝑛𝑔 = 0.3, and 𝜆𝑢𝑠𝑒𝑟 =

0.3, in our implementation, but there may be more optimal weights.
For the user study, we froze the edge weights based on the data we
collected through our preliminary evaluation (Section 5) to provide
a uniform experience.
Semantic Similarity. The semantic similarity of the parent and
child nodes (𝑤semantic) represents how similar the contents the two
nodes cover are. This score is computed by taking the cosine simi-
larity of the embedding vectors of the two nodes and normalizing
the value to be between 0 and 1.
Reasoning Usage Score. The reasoning usage score (𝑤reasoning)
represents how often the system uses the answer from the child
node when providing guidance for the parent node. This score is
computed using the formula:

𝑤reasoning =
𝑏 + 𝑟
2𝑏 + 𝑡

,

where 𝑏 is a buffer variable to stabilize the score for the first clients
using the system, 𝑟 is the number of times the system used the
answer from the child node for reasoning about the parent node,
and 𝑡 is the total number of times the system attempted to reason
about the parent node with the answer from the child node. If the
child node is never used for reasoning, the score will converge to
0; if the child node is always used for reasoning, the score will
converge to 1.

Note that the buffer variable initiates the score at 0.5 and keeps
the score close to 0.5 initially. Larger values of the buffer variable
reduce the score variability for the first users but may require more
users to converge.
User Selection Score. The user selection score (𝑤user) represents
the propensity of the user to select a child node over other chil-
dren nodes when given a choice through the supporting questions
display (navigation feature in Figure 12H). This score is computed
using the formula:

𝑤reasoning =
𝑏 +∑

𝑢∈𝑈 𝑠𝑢

2𝑏 + |𝑈 | ,

where𝑏 is a buffer variable playing the same role as in the reasoning
usage score,𝑈 is the set of users who have reached the edge (i.e.,
shown as a traversal choice in the supporting questions display
when skipping the current node), and 𝑠u is the inverted user selec-
tion rank (i.e., if the child node is the 𝑛-th child node to be selected
for traversal by the user 𝑢, the score is 1/𝑛). If the edge was never
selected but the user traversed along other presented edges, the
score is set to 0. The user selection score of an edge that users will
never choose to traverse on, despite being given the choice, would
converge to 0; the user selection score of an edge that users always
choose to traverse on first would converge to 1.

C Graph Traversal Algorithm

This section provides detailed algorithm of the five-step traversal
(Figure 8 based on depth-first search traversal algorithm and the
downward/upward graph traversal mechanism (Section 4.2.1).

To aid graph traversal by checking the completion of each step
and to avoid revisiting nodes due to cycles in the graph, we keep
the states of the nodes as one of the following:
• Unvisited (U): the node has not been visited.

Figure 14: An example of traversal based on the five-step

graph traversal algorithm. Green boxes indicate the current

nodes of traversal and the letters on the nodes indicate the

state of each node. Thick arrows indicate the direction of tra-

versal at each step. The algorithm is based on the depth-first

search algorithm, but it first visits the prerequisite nodes

(Step 2) and then the core contextual nodes (Step 5). After-

ward, it will generate and visit supplemental nodes (Step 7),

presenting the current node in between (Steps 1, 4, 6, 8).

• Answered (A): the node has been visited and the client has pro-
vided an answer for the node.

• Unanswered (X): the node has been visited but the client was
unable to provide an answer for the node.

• Deferred (D): the node has been visited but the client answer for
the node has been deferred to traverse to prerequisite children
nodes.
Figure 14 shows how this recursive algorithm would play out at

a higher level with an example graph.
Step 1: Traverse to prerequisite children nodes. Before PlanTo-
gether can inquire the client about a node, all prerequisite nodes
must have been answered. Hence, the module marks the current as
‘deferred’ (D) and traverses through each of the prerequisite nodes
that have not been answered. The order in which the prerequisite
nodes are visited is based on the edge weights, the highest first.
Step 1 is complete once all prerequisite nodes are answered.
Step 2: Present the current node. After the traversal to the pre-
requisite children nodes is complete, the system passes the current
node to the Guidance Generator along with information from any
answered children and parent nodes to provide personalized guid-
ance to the client as they attempt to answer the current node. The
client will either be able to answer the node, in which case the state
of the node will be marked as ‘answered’, or will not be able to
fully answer the node, in which case the state of the node will be
marked as ‘unanswered’.
Step 3: Traverse to core contextual children nodes. Regardless of
whether the current node is ‘answered’ or ‘unanswered’, the system
traverses to the core contextual children nodes. While we allow
the client to select the order of traversal, the traversal options are
presented in a way that prioritizes nodes with higher edge weights.
Step 3 is complete once all core children nodes are answered. If
the current node is ‘answered’, the system is done with the current
node and returns to its parent node.
Step 4: Re-present the current node. Next, the system attempts
again to elicit information about the node from the client with the
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additional information. As before, the system passes the current
node and information from all children and parent nodes to the
Guidance Generator to provide further guidance based on the ad-
ditional information. If the client is able to fully answer the node,
the system is done with the current node and returns to its parent
node.
Step 5: Traverse to supplemental children nodes. The system
now attempts to utilize the supplemental children nodes to help
the clients answer the current node. The module traverses to the
existing supplemental children nodes.

If there are no more supplemental children nodes, the mod-
ule generates a new supplemental children node that can provide
additional context in answering the current node. Specifically, it

attempts to generate a title and a question for the new node by
leveraging the reasoning ability of the LLM and prompts it with the
question of the current node and the (question, answer) pairs of the
children nodes. The module computes the cosine similarity of the
embedding vectors of the generated node and other nodes in the
section. If any of the other nodes exceeds the empirically set similar-
ity threshold of 0.7 and is not a child of the current node, the module
adds the detected node as a new child node of the current node. If
the generated node is unique, the module creates a new supplemen-
tal node marked in the interface as ‘AI generated’. Throughout this
process, the system returns to Step 4 to elicit information about the
current node.
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